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Abstract
We present an overview of recent work on quantum-based atomistic simulation
of materials properties in transition metals performed in the Metals and Alloys
Group at Lawrence Livermore National Laboratory. Central to much of
this effort has been the development, from fundamental quantum mechanics,
of robust many-body interatomic potentials for bcc transition metals via
model generalized pseudopotential theory (MGPT), providing close linkage
between ab initio electronic-structure calculations and large-scale static and
dynamic atomistic simulations. In the case of tantalum (Ta), accurate
MGPT potentials have been so obtained that are applicable to structural,
thermodynamic, defect, and mechanical properties over wide ranges of pressure
and temperature. Successful application areas discussed include structural
phase stability, equation of state, melting, rapid resolidification, high-pressure
elastic moduli, ideal shear strength, vacancy and self-interstitial formation and
migration, grain-boundary atomic structure, and dislocation core structure and
mobility. A number of the simulated properties allow detailed validation
of the Ta potentials through comparisons with experiment and/or parallel
electronic-structure calculations. Elastic and dislocation properties provide
direct input into higher-length-scale multiscale simulations of plasticity and
strength. Corresponding effort has also been initiated on the multiscale
materials modelling of fracture and failure. Here large-scale atomistic
simulations and novel real-time characterization techniques are being used to
study void nucleation, growth, interaction, and coalescence in series-end fcc
transition metals. We have so investigated the microscopic mechanisms of void
nucleation in polycrystalline copper (Cu), and void growth in single-crystal
and polycrystalline Cu, undergoing triaxial expansion at a large, constant strain
rate—a process central to the initial phase of dynamic fracture. The influence of
pre-existing microstructure on the void growth has been characterized both for
nucleation and for growth, and these processes are found to be in agreement with
the general features of void distributions observed in experiment. We have also
examined some of the microscopic mechanisms of plasticity associated with
void growth.

(Some figures in this article are in colour only in the electronic version)
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1. Introduction

Accurate and predictive large-scale atomistic simulation of materials properties is a forefront
challenge in condensed-matter and materials physics. In principle, quantum mechanics can
supply accurate total energies and interatomic forces for real materials, and to a large extent this
has been realized in systems where electron-correlation effects are weak, including most bulk
metals and semiconductors, through the use of ab initio electronic-structure methods based on
density functional theory (DFT) [1, 2]. Even in the best of circumstances, however, the direct
use of DFT methods to perform full quantum molecular-dynamics simulations [3, 4] on such
systems is limited to a hundred or so atoms and a few picoseconds of simulation time. At the
other extreme, classical molecular-dynamics (MD) simulations with short-ranged empirical
potentials can now be done routinely for millions of atoms and nanoseconds of simulation
time. Such simulations have been extremely useful in investigating generic phenomena in
simple systems, but at the same time, they may not provide the desired physical accuracy for
many real complex materials of interest. There is consequently a growing need to develop
more accurate interatomic potentials, derived from quantum mechanics, that can be applied to
large-scale atomistic simulations. This is especially so for directionally bonded systems, such
as transition and actinide metals, and for chemically or structurally complex systems, such as
intermetallic compounds and alloys.

In metals, empirical radial-force potentials of either the embedded-atom (EAM) type [5] or
the Finnis–Sinclair (FS) type [6] are the forms most often used in large-scale MD simulations.
While these potentials are attractive for their computational efficiency and convenience, they
are only physically well justified for simple sp-bonded metals and for series-end transition
metals with filled or nearly filled d-electron bands, such as the noble metals. For central
transition metals with partially filled d bands, on the other hand, strong directional bonding is
present that gives rise to non-radial forces and the need for explicit angular-force contributions
to the interatomic potentials [7–9]. These contributions are found to be generally important
to the structural and mechanical properties of such metals, so it is highly desirable to include
them. In recent years, quantum-based interatomic potentials for transition metals that contain
explicit angular-force contributions have been developed from tight-binding theory [9–11]
as well as from first-principles, DFT-based generalized pseudopotential theory (GPT) [7].
The latter include both ab initio GPT potentials [7, 12] and simplified model-GPT or MGPT
potentials [13, 14], which have been systematically derived from the first-principles theory.
Many-body angular forces are accounted for in the MGPT through explicit analytic three- and
four-ion potentials, and in this form the potentials are amenable to large-scale simulations in
the central transition metals. Most recently, the MGPT potentials have been closely coupled
to accurate ab initio DFT electronic-structure calculations on bcc metals such as tantalum
(Ta) [15–18], providing a practical basis for the kind of robust and predictive simulation of
materials properties that we seek.

In the present paper, we review recent and ongoing research on quantum-based atomistic
simulation of materials properties in transition metals carried out in the Metals and Alloys
Group at Lawrence Livermore National Laboratory (LLNL). Our intent here is to provide
a comprehensive overview of work on a wide range of structural, thermodynamic, defect,
and mechanical properties simulated at both ambient and extreme conditions of pressure,
temperature, strain, and strain rate. The primary focus will be on bcc metals and Ta in
particular, where a unified description has been achieved via MGPT potentials, but we also
discuss related work on void nucleation and growth in fcc copper (Cu) via EAM potentials,
where new diagnostic tools are allowing us to do some pioneering real-time analysis of large-
scale MD simulations. Our work on structural and thermodynamic properties is motivated
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by an interest in developing advanced multiphase equations of state, including an accurate
treatment of high-pressure melting and liquid properties and the investigation of related phase
transitions such as rapid resolidification on the short timescales (10−12 to 10−6 s) relevant to
dynamic experiments. Our work on defects and mechanical properties, on the other hand,
is motivated by a parallel interest in developing a predictive multiscale modelling capability
to treat plasticity and strength, as well as fracture and failure. In this case, our atomistic
simulations only represent the lowest-length-scale component of a larger effort at LLNL and
elsewhere to link simulations at multiple scales from atomistic to continuum and thereby
provide a rigorous macroscopic description of mechanical behaviour.

The remainder of this paper is organized as follows. In section 2, we discuss our
computational approach, including the use of ab initio DFT electronic-structure calculations
to constrain and validate MGPT potentials, together with our use of both standard and novel
atomistic simulation techniques to apply the potentials. In section 3, we then consider the
simulation of thermodynamic properties, including equation of state (EOS), melting, and rapid
resolidification. The corresponding simulation of defects and strength properties is treated in
section 4, including elasticity and ideal shear strength, vacancies and self-interstitials, grain-
boundary (GB) atomic structure, and the core structure and mobility of screw dislocations. In
section 5, we present an overview of our related simulations on void nucleation and growth,
and in section 6 we conclude by briefly discussing some current and future directions of our
programme.

2. Computational approach

The present quantum-based atomistic simulations are based on DFT quantum mechanics,
as expressed in the well-known local-density approximation (LDA) [2] to the treatment of
exchange and correlation or in more recent extensions of the LDA such as the generalized-
gradient approximation (GGA) [19]. The central focus of DFT methods is on obtaining the
total energy of the electron–ion system, Etot, as a functional of the electron density for a given
configuration of the ions. For metals, two general strategies can be followed in this regard. The
first and most widely used is to exploit the symmetry of the ion configuration and seek a direct
numerical solution of the DFT equations. This leads to the usual ab initio electronic-structure
techniques of condensed-matter theory. These techniques are chemically very robust, but are
normally order-N3 scaling with respect to the number of independent ion positions that can
be treated. Thus they are practical only for relatively high-symmetry situations. An alternate
and complementary strategy is to cast the electronic-structure problem into a form in which
small quantities can be defined and used as a basis for rigorous expansions of the electron
density and total energy. In real space, this leads to a multi-ion expansion of the total energy
in terms of well-defined ab initio interatomic potentials. Such techniques are order-N scaling
and structurally very robust, but require truncation of the interatomic-potential series at low
order, and possibly other simplifications, to be tractable for large-scale atomistic simulations.
The close coupling of these two strategies is at the heart of present computational approach
for transition metals, as we now describe.

2.1. Ab initio electronic structure

A large number of reliable DFT electronic-structure techniques now exist, including both all-
electron and pseudopotential (PP) methods. The role of these techniques in the present work
is twofold. First, they provide accurate and fairly extensive databases on fundamental, zero-
temperature materials properties, which in turn can be used to constrain and validate MGPT
potentials for transition metals over wide ranges of volume and pressure, as discussed below
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in section 2.2. Second, these methods can also be applied at finite temperature to provide ad-
ditional electron-thermal contributions to calculated properties. This is explicitly needed, for
example, to treat the EOS, melting and other thermodynamic properties at high temperature,
as further discussed in section 3.1 below. Here we first briefly summarize a few of the most
important details of the specific ab initio electronic-structure methods used in our work, which
include both full-potential linear muffin-tin orbital (FP-LMTO) and PP techniques. The all-
electron FP-LMTO method can treat broad nearly-free-electron sp bands, narrower and more
tightly bound d bands, and very tightly bound outer-core states all on the same footing, so the
evolving electronic structure under pressure can be readily accommodated to arbitrarily high
compression. In this regard, we have used the FP-LMTO method to study in detail basic struc-
tural, vibrational, elastic, and ideal-strength properties in Ta to 1000 GPa in pressure [15]. The
ab initio PP approach has complementary strengths and in particular allows greater flexibility
in treating relaxed defect structures. The FP-LMTO and PP methods have been used in tandem
to study vacancy and self-interstitial formation and migration in Ta, as well as high-symmetry
features of generalized stacking-fault (γ ) energy surfaces [16, 17]. All of these results have
been directly employed in the development and validation of our Ta MGPT potentials.

Our FP-LMTO and PP methods are fully implemented within first-principles DFT and
use only the atomic number and the choice of either LDA or GGA exchange and correlation as
input. In general, we have found that the GGA is the more accurate of the two approaches for
bcc metals, especially for Ta, and our FP-LMTO calculations have used this treatment, except
as noted. In both our FP-LMTO and PP approaches, the electron charge density and potential
are allowed to have any geometrical shape and are calculated in a fully self-consistent manner.
In our FP-LMTO method, all relativistic terms including spin–orbit can be included in the
Hamiltonian for a heavy metal like Ta, while our PP method is inherently semi-relativistic.
In addition, to represent the wavefunctions in Ta as accurately as possible in the FP-LMTO
method, we have treated 5s, 5p, and 4f outer-core states on the same footing as the 6s, 6p, 5d,
and 5f valence states. With regard to defect calculations, we previously found that FP-LMTO-
GGA and FP-LMTO-LDA vacancy formation energies are the same in Ta, so all of the present
point-defect calculations refer to the somewhat simpler semi-relativistic LDA treatment. All
remaining FP-LMTO calculations have been done with the fully relativistic GGA treatment.

Extension of the FP-LMTO and PP methods to finite temperature is reasonably
straightforward and effectively replaces the standard DFT formalism with the corresponding
temperature-dependent Mermin formalism [20]. In practice, one introduces a Fermi–Dirac
distribution function to populate the electron states at finite temperature, but retains the
zero-temperature LDA or GGA forms for the exchange–correlation functionals. For a
given configuration of ions, the self-consistent electronic-structure calculation then yields
the electronic entropy and free energy in addition to the total energy. In the case of Ta, we have
used finite-temperature FP-LMTO calculations to obtain the electron-thermal component of
the multiphase EOS and other thermodynamic properties over wide ranges of temperature and
pressure [18]. In the high-temperature solid and in the liquid, this requires input of snapshot
ion configurations from MD simulations performed with corresponding MGPT potentials and
then taking appropriate configuration averages, as further described in section 3.1.

2.2. Quantum-based interatomic potentials

Within the same DFT framework, GPT provides a fundamental basis for ab initio interatomic
potentials in elemental simple and transition metals [7]. In the GPT, a mixed basis set of
plane waves and localized d states is used to expand the electron density and total energy of
the metal in terms of weak sp pseudopotential, sp–d hybridization, and d–d tight-binding-like
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matrix elements. In a real-space formulation, the derived interatomic potentials become well-
defined functionals of these matrix elements and all quantities can be evaluated directly from
first principles without any external input. For an elemental bulk metal, the GPT provides a
rigorous expansion of the total energy in the form

Etot(R1, . . . ,RN) = NEvol(�) + 1
2

∑

i,j

′
v2(ij ;�) + 1

6

∑

i,j,k

′
v3(ijk;�)

+ 1
24

∑

i,j,k,l

′
v4(ijkl;�) + · · · , (1)

where R1, . . . ,RN denotes the positions on theN ions in the metal,� is the atomic volume, and
the prime on each sum over ion positions excludes all self-interaction terms where two indices
are equal. The leading volume term in this expansion,Evol, as well as the two-, three-, four-, and
higher-multi-ion interatomic potentials, v2, v3, v4, . . . , are volume-dependent, but structure-
independent quantities and thus transferable to all bulk ion configurations, either ordered or
disordered. This includes the liquid, as well as all structural phases of the solid. It also includes
the deformed solid and the imperfect bulk solid with either point or extended defects present.
The GPT formalism has also been extended to include surface environments [21] and to treat
binary and ternary intermetallic compounds and alloys as well [12]. In addition, the GPT is
systematically improvable in that the theory can provide any and all neglected higher-order
terms in the electron-density and total-energy expansions. Currently, we explicitly treat sp
interactions in total-energy terms up to and including v2 and sp–d and d–d interactions in
total-energy terms up to and including v4.

In practice, to perform both efficient and accurate atomistic simulations with GPT
potentials, we normally terminate the total-energy expansion (1) at the lowest order that
is consistent with the physics that we seek to describe, and only introduce additional
simplifications as required. For systems where directional bonding is unimportant, including,
for example, most simple metals, series-end transition metals, and dilute transition-metal
aluminides, only the volume and pair-potential terms need be retained. In such cases, full
atomistic simulations can be carried out directly using the ab initio GPT potentials without
further approximation [22]. For central transition metals, on the other hand, the angular-
force, multi-ion potentials v3 and v4 reflect contributions from partially filled d bands and are
generally important to structural and mechanical properties. At the same time, however, in the
full GPT these potentials are long-ranged, non-analytic, and multidimensional functions, so v3

and v4 cannot be readily tabulated for application purposes. This has led to the development
of the MGPT for bcc transition metals [13, 14]. Within the MGPT, the multi-ion potentials
are systematically approximated by introducing canonical d bands and other simplifications
to achieve short-ranged, analytic forms, which can then applied to both static and dynamic
simulations. To compensate for the approximations introduced into the MGPT, a limited
amount of parametrization is allowed in which the volume-dependent coefficients of the
modelled potential contributions are constrained by experimental or ab initio theoretical data.
In this form, the MGPT does indeed provide a robust framework for performing accurate and
predictive atomistic simulations on bulk transition metals.

Our original MGPT parametrization schemes for bcc metals, first developed for Mo [13,14]
and Nb [23], have recently been generalized and improved, including detailed application to
the case of Ta [17]. In the improved scheme, the five volume-dependent d-state coefficients
contained in v2, v3, and v4, together with the volume term Evol, are used to constrain the total
energy and the multi-ion potentials. As a function of volume, these quantities are fitted to the-
oretical and experimental data on the zero-temperature bcc EOS, unrelaxed vacancy formation
energy, shear elastic moduli, and Debye temperature, under the additional constraint of the
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so-called compressibility sum rule. The latter ensures that the bulk modulus calculated from
volume derivatives of the total energy agrees with that calculated in the long-wavelength limit
from position derivatives of the potentials. In the case of Ta, the constraining physical data have
been obtained from our ab initio FP-LMTO results [15, 16], as slightly modified to maintain
exact agreement with experiment near ambient conditions. We have so generated reliable Ta
potentials over a wide volume range and extending up to 1000 GPa in pressure [17]. Many
specific validation tests of the Ta potentials have been performed using additional experimental
data as well as the results of our FP-LMTO and PP electronic-structure calculations. Several
of these validating comparisons are presented below in sections 3 and 4.

2.3. Static and dynamic atomistic simulation

In the applications discussed in this paper, a number of different static and dynamic atomistic
simulation methods have been employed, ranging from standard energy-minimization and MD
techniques to new, specialized techniques, including a tailored MD approach for treating rapid
resolidification [24] and a robust Green function method for treating dislocation core structure
and mobility [17]. Except for in the case of isolated dislocations, these approaches employ
simulation supercells of adjustable size and fixed or variable shape to which periodic boundary
conditions are applied. Additional external constraints may also be imposed, including
conditions of constant volume, constant pressure or stress, constant strain or strain rate, and
constant temperature. In most cases, the simulation codes used to implement these methods
have been interfaced with both MGPT and EAM or FS potentials.

While MGPT potentials can provide the desired physical accuracy in bcc transition metals,
they are necessarily more computationally intensive (currently by about a factor of 40) than
short-ranged, radial-force EAM or FS potentials, so optimization of the simulation-cell size
is highly desirable in large-scale applications. For the simulation of bulk thermodynamic
properties, cells of a few hundred atoms are normally adequate and have been used in most of
the present work, although a few simulations have been done with larger cells. In the future it
will be of interest to consider much larger cells in the context of rapid resolidification. For the
simulation of point and extended defects, simulation cells of a few thousand atoms are typically
used to ensure adequate convergence, but this depends strongly on the particular application.
Successful three-dimensional (3D) MGPT simulations of screw dislocations have used up to
several hundred thousand atoms in static calculations on kink formation and very recently
up to one million atoms in preliminary MD studies of dislocation motion. Our MD/EAM
simulations of void nucleation and growth routinely use one to several million atoms.

Atomistic simulation of individual dislocations requires special treatment due to the long-
ranged (∼1/r) elastic field associated with them. Historically, this elastic field has usually been
treated with fixed boundary conditions [26,27], but unless the simulation cell is very large, there
will be a force build-up around the boundary between fixed and relaxed atomistic regions. To
overcome such problems, Rao et al [28] have developed efficient Green function-based flexible
boundary conditions for both 2D and 3D dislocation simulations. In this technique, a buffer
layer is introduced between the outer fixed and inner relaxed atomistic regions of the simulation
cell, allowing one to dynamically update the boundary conditions of the simulation, while
dramatically decreasing the size of the inner atomistic region. We have developed a fast and
accurate parallel MGPT simulation code that combines Green function-based flexible boundary
conditions with a spatial domain decomposition technique to calculate optimized dislocation
structures in the presence of an arbitrary stress [17]. We have also recently developed a dynamic
version of this code that will allow large-scale MD simulations of dislocation mobility and
dislocation–defect interactions.
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3. Thermodynamic properties

In this section we discuss the application of FP-LMTO electronic-structure and MGPT
interatomic-potential methods to the calculation of thermodynamic properties of Ta over wide-
ranging conditions of pressure and temperature. In this regard, Ta is intended to serve as a
prototype for the development of advanced capabilities to treat multiphase equations of state
and phase transitions in complex metals. In treating such properties, it is useful to break all
thermodynamic quantities into zero-temperature or cold, ion-thermal, and electron-thermal
contributions, each of which may also be phase dependent as required. In the present case,
one can conveniently write the total pressure, internal energy, and Helmholtz free energy of
the metal for the phase α as

Pα(�, T ) = P0(�) + Pαion(�, T ) + Pαel (�, T ), (2)

Eα(�, T ) = E0(�) + Eαion(�, T ) + Eαel(�, T ), (3)

and

Aα(�, T ) = E0(�) + Aαion(�, T ) + Aαel(�, T ), (4)

respectively, at volume� and temperatureT . Here the cold componentsP0 andE0 are intended
to represent a single reference phase (bcc for Ta), and all phase dependence for additional solid
phases and the liquid is absorbed into the ion-thermal and electron-thermal components. The
EOS of a material is represented by the functions Pα(�, T ) and Eα(�, T ), while Aα(�, T )
for the relevant phases α establishes the equilibrium phase boundaries between them. Below
we present some of our preliminary results on the EOS, melt, and rapid resolidification in Ta
within this context. More complete accounts of this work will be published elsewhere [18,25].

3.1. Multiphase equation of state

In considering the multiphase thermodynamic behaviour of Ta, there are several specific phases
of interest to consider. In the solid, the equilibrium bcc phase is predicted from ab initio FP-
LMTO calculations [15] to be the stable ground state of this metal to at least 1000 GPa in
pressure, as shown in figure 1. The high-pressure stability of the bcc phase has been confirmed
in static diamond-anvil-cell (DAC) experiments to 174 GPa at room temperature [29] and
is consistent with dynamic shock measurements [30, 31] up to and past the shock melting
point near 300 GPa and 11 000 K. At the same time, it can seen from the figure that the low-
symmetry A15 structure is energetically competitive with bcc at low pressure and expanded
volumes. While Ta is observed to melt out of the bcc structure, a metastable A15 phase has
been reported during solidification of the undercooled liquid [32], and in our work, this latter
phase is found to have interesting consequences for rapid resolidification more generally, as
discussed in section 3.2 below. In particular, all of the qualitative structural features displayed
in figure 1 are retained by the Ta MGPT potentials, allowing realistic simulation of the bcc–A15
competition. Thus the three specific phases of Ta we treat here are bcc, A15, and the liquid.

The cold bcc components P0 and E0 of our Ta EOS are taken directly from the ab initio
FP-LMTO results in the 0–1000 GPa pressure range [15]. Since the cold EOS is an explicit
constraint on our Ta MGPT potentials, these potentials exactly reproduce P0 and E0. The
potentials were then used together with appropriate statistical methods to obtain the ion-thermal
components Pion, Eion, and Aion for the phases of interest. In the low-temperature bcc solid,
this is accomplished by means of standard quasi-harmonic lattice dynamics, which requires
calculating detailed phonon spectra over an extended volume range. Towards this end, we have
calculated phonons in bcc Ta as a function of volume over the range 1.26 � �/�0 � 0.405,
where �0 = 121.6 au is the observed equilibrium volume. Except for anomalous T2 [110]
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Figure 1. Predicted structural phase stability in Ta up to 1000 GPa, as obtained from ab initio
FP-LMTO calculations. Plotted are the zero-temperature total energies of the fcc, hcp, and A15
structures relative to the equilibrium bcc structure.

modes at low pressure, the phonon frequencies are generally calculated to an accuracy of
10% or better, as benchmarked by experiment at ambient conditions and FP-LMTO results
on high-symmetry zone-boundary phonons at high pressure. An important and revealing
thermodynamic quantity is the ion-Grüneisen parameter, γion = � dPion/dEion, which is
strongly volume dependent but nearly independent of temperature in the solid. Our calculated
high-temperature quasi-harmonic result for γion is displayed in figure 2. Near ambient
conditions good agreement with experiment [33] is maintained, while at high compression
a significant non-linear volume dependence is predicted. The latter is in sharp contrast to the
usual assumption that ργion is constant, where ρ is the density.

Ion–thermal energetics in the high-temperature solid and liquid, including both
anharmonic effects in the bcc phase and investigation of the metastable A15 phase, have been
obtained with MD simulations using our Ta MGPT potentials. Extensive simulations have
been performed in a constant-volume, constant-temperature mode over the same extended
volume range as indicated above and at temperatures up to the simulated melting point in the
solid and up to 40 000 K in the liquid. These simulations have been done with a 250-atom
computational cell for the bcc solid and the liquid and a 216-atom cell for the A15 solid.
Typically, each simulation is started from a configuration at a nearby temperature, equilibrated
for at least 50–60 ps and then run an additional 30–40 ps to gather statistics. We thereby
directly obtain Pion(�, T ) andEion(�, T ) for the bcc solid and the liquid, whileAion(�, T ) is
obtained through appropriate thermodynamic integration procedures [18]. Anharmonic effects
are found to be small in bcc Ta, especially at low pressure. This is in sharp contrast to the
case for Mo, where previous MD/MGPT simulations revealed large anharmonic effects [14].
The clear difference between group-V metals (V, Nb, Ta) and group-VI metals (Cr, Mo, W)
in this regard has also been noticed previously in the analysis of experimental entropy data at
ambient pressure [34].

The remaining electron-thermal components Pel, Eel, and Ael are obtained by using
finite-temperature FP-LMTO calculations and MD/MGPT simulations in tandem. For the
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Figure 2. The volume dependence of the ion-Grüneisen parameter γion in Ta, as calculated from
MGPT interatomic potentials. For comparison we give the experimental value at ambient conditions
from Katahara et al [33] and the usual assumed linear variation of γion with volume.

low-temperature bcc solid, the FP-LMTO calculations can be done directly for the ideal bcc
structure. For the high-temperature bcc solid and for the liquid, on the other hand, we have
used snapshot MD configurations for small 27- or 54-atom cells as structural input into the
FP-LMTO calculations and then configuration averaged to obtain thermodynamic properties.
This procedure is computationally intensive but tractable and accurate. In particular, the
small MD cells are adequate to approximate the structural details of the larger 250-atom cells,
while only 10–15 configurations are needed to obtain converged thermodynamic averages.
Figure 3 displays the electron-thermal component of the liquid entropy Sel so obtained for Ta.
The results demonstrate a smooth and consistent behaviour as a function of both volume and
temperature. The quantitative magnitudes of the calculated results also indicate the general
importance of electron-thermal contributions to the thermodynamic properties of Ta at high
temperature. In this regard, the electron-thermal component of the constant-volume specific
heat closely approximates Sel and is in the range of 1–2 kB near the melt in liquid Ta.

Finally, the cold, ion-thermal, and electron-thermal components for the bcc solid and the
liquid have been assembled into full equations of state and free energies for each phase. The
equilibrium melt curve has then been determined, as described below, and the bcc and liquid
equations of state joined across this phase line. From these results it is possible to calculate
other thermodynamic properties of interest. Two important fundamental quantities are the
room-temperature (300 K) isotherm and the principal shock Hugoniot. The former is obtained
in the DAC measurements, while the latter is the locus of final shock states obtained from
successively stronger shocks imparted to the material initially at rest at ambient conditions.
In figure 4 we compare our calculated 300 K isotherm and Hugoniot with experiment up to
300 GPa in pressure. The agreement between theory and experiment is generally good, with
the calculated pressures above 100 GPa lying slightly higher than but within the error bars of
the measured data.

3.2. Melting and rapid resolidification

The direct observation of melting in our MD/MGPT simulations provides only an upper
bound to the equilibrium melt temperatures. This is because our 250-atom, constant-volume
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periodic simulation cell invariably leads to some superheating of the bcc solid. Likewise,
the observed freezing transition provides only a lower bound to equilibrium melt due to
corresponding undercooling of the liquid. This hysteresis is actually useful in practice,
however, since it permits one to obtain ion-thermal energies, pressures, and free energies
above and below the equilibrium melt temperature at each volume considered for both the
bcc and liquid phases. In addition, the electron-thermal free energy can then be directly
added to the ion-thermal component for each phase in these regimes, allowing an accurate
determination of the equilibrium Ta melt curve via the total bcc and liquid free energies. The
result so obtained to 500 GPa in pressure is plotted in figure 5 together with the calculated
temperature–pressure principal Hugoniot. As shown in the figure, the ambient-pressure melt
temperature is in good agreement with experiment, as is the high initial melt slope, which has
been measured in isobaric heating experiments [35]. In addition, the predicted crossing of the
bcc Hugoniot with the melt curve is in good accord with the observed onset of shock melting
near 300 GPa [31].
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We find that the overall impact of the electron-thermal contributions to melting in Ta is
to lower the calculated melt temperatures, but this effect is quantitatively much smaller than
previously obtained in the case of Mo [14]. The reason for the difference between Ta and Mo
is directly linked to the difference in the behaviour of electronic density of states (DOS) at the
Fermi level EF as one crosses from the bcc solid into the liquid. In Mo the bcc DOS at EF is
at a deep minimum and the corresponding liquid DOS is about a factor of two larger. In Ta,
on the other hand, we find very little change in the DOS at EF between the bcc solid and the
liquid. At ambient pressure, these respective pictures of the electronic structure near melting
in Mo and Ta are qualitatively confirmed by recent time-resolved photoelectron spectroscopy
measurements [36].

In addition to melting, we have also explored the related issue of rapid resolidification
from the liquid in Ta. Our initial MD/MGPT simulations in this regard were done in the
same constant-volume and constant-temperature framework as described above. A revealing
quantity is the relative equilibrium ion-thermal energy, Eαion(�, T )/3kBT , for the bcc, liquid,
and resolidified phases, as displayed in figure 6(a) at the measured equilibrium volume and
in figure 6(b) for a highly compressed volume. These results demonstrate very clearly
the contrasting behaviour between resolidified Ta at low pressures, where there is strong
competition between the bcc and A15 structures, and resolidified Ta at high pressures, where
that competition is largely absent. At low pressures, freezing occurs into a complex glass
structure of substantially higher energy than the bcc structure, with Eglass

ion almost independent
of temperature. This glass structure has characteristics of both the bcc and A15 structures, as
shown in figure 7 at 500 K. Specifically, the resolidified glass displays a radial pair correlation
function g(r) similar to that of the bcc structure, but an angular correlation function b(θ) similar
to that of the A15 structure. In particular, the peak in b(θ) near 150◦ seen in both the glass and
the A15 structure is a feature that is completely absent in the bcc structure. At high pressures,
on the other hand, the resolidification transition in Ta results in direct recrystallization into the
bcc structure, as shown in figure 6(b). The recrystallized bcc phase is found to be structurally
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Figure 6. Relative thermal energies Eαion/3kBT obtained from MD/MGPT simulations in Ta for
virgin bcc, melted liquid, and resolidified phases in equilibrium under constant-volume conditions.
(a) Atomic volume � = 121.6 au, corresponding to a pressure range of 0–30 GPa, with freezing
from the liquid yielding a unique glass structure; (b) atomic volume � = 53.4 au, corresponding
to a pressure range of 780–1130 GPa, with freezing from the liquid yielding recrystallization into
a perfect bcc structure.

perfect without vacancies or other defects. This outcome is not a consequence, however, of the
cubic cell shape, as the resolidified structure is randomly oriented with respect to the cell edges.

From this starting point, we have now embarked on a much more ambitious and
comprehensive research programme to address rapid resolidification in transition metals.
As part of this effort, we have developed a more general MD simulation capability that
allows precise, but minimally intrusive, temperature and pressure controls and real-time
structural analysis on a variably sized and shaped simulation cell [24]. One can thereby model
resolidification along any prescribed thermodynamic path for both central transition metals
such as Ta (using MGPT potentials) and for simple or series-end transition metals such as Cu
(using EAM or GPT potentials). In the case of Ta, we have so investigated rapid resolidification
from the liquid along paths of constant pressure (i.e., thermal quenches) and paths of constant
temperature (i.e., rapid compressions) using 250-atom cells. The former confirm the above
results of our initial simulations, with glass formation at low pressure and bcc recrystallization
at high pressure. The latter isothermal compression paths also produce bcc recrystallization
for final equilibrium pressure states above 100 GPa. Figure 8 illustrates four snapshots of a
simulation initialized at 5000 K and ambient pressure and isothermally compressed to 300 GPa.
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During this simulation, the equilibrated liquid is rapidly compressed to near its final pressure
in about 25 ps. The system then spends about 10 ps as an overpressurized liquid at 300 GPa
before crystallizing into the bcc structure. More generally, the time spent by the system in such
a metastable state is seen to depend sensitively on kinetic factors, including both the nature
and energy separation of the competing solid phases and on the temperature and pressure
of the final state relative to the melt curve. In preliminary simulations with cells containing
thousands of atoms, regions of the metastable liquid are seen to partially order into the A15
structure, delaying the final crystallization into bcc by as much as several nanoseconds [25].
These simulations clearly demonstrate the close competition between A15 and bcc structures
during rapid compression in Ta. We are also beginning to investigate Ta resolidification in
much larger simulation cells to study carefully any additional size and environmental effects
on these results.

4. Defects and mechanical strength

In this section we turn our attention to the calculation of deformation and defect properties
relevant to the mechanical strength of bcc metals. In this regard, the present Ta potentials have
been rather extensively validated for a wide variety of such properties at both ambient pressure
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Figure 8. Temperature- and pressure-controlled MD simulation of Ta resolidification under rapid
isothermal compression from the melt. A simulation cell of 250 Ta atoms modelled using MGPT
potentials has been compressed at 5000 K from near ambient pressure to 300 GPa in about 25 ps. A
structural parameter sensitive to the local bonding arrangement has been used to identify atoms in
liquid-like and bcc-like environments (coloured blue and red in the snapshots above, respectively).
Crystallization into bcc is extremely rapid in this small sample, with virtually complete order
attained in the final 10 ps of the simulation near 300 GPa.

and high pressure, using available experimental data as well the results of ab initio electronic-
structure calculations. Properties so considered here are high-pressure elastic moduli and the
ideal shear strength, vacancy and self-interstitial formation and migration energies, and GB
atomic structure. These results together with other validating calculations on γ -surfaces [17]
have in turn provided a sound basis for application of the Ta potentials to the core properties
of (a/2)〈111〉 screw dislocations that control plasticity in bcc metals. We thus also discuss
below recent results on the atomic structure of the unstressed dislocation core, the formation
of mobile kinks on the dislocation line at low stress, and the limiting Peierls stress required to
move the rigid screw dislocation, together with the integration of these quantities into a useful
model for dislocation mobility [17, 37, 38].
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4.1. Elasticity and ideal shear strength

The single-crystal shear elastic moduli C44 and C ′ of the bcc solid are fundamental to its
mechanical behaviour and also serve as basic constraints on the MGPT potentials, as we have
discussed above. At ambient pressure, values of the shear moduli and their first pressure
derivatives are well established for Ta and other bcc metals through standard ultrasonic
measurements [33]. At high pressure, on the other hand, we have relied on ab initio FP-
LMTO calculations [15] to establish constraining values of C44 and C ′ to 1000 GPa. The
resulting MGPT elastic moduli display rather smooth monotonic increases with pressure over
this range, as shown in figure 9(a). Interestingly, however, the corresponding anisotropy ratio,
A = C44/C

′, is found to have more complex behaviour as a function of pressure, as illustrated
in figure 9(b). At ambient pressure A = 1.57, but this ratio is predicted to rapidly decrease
with pressure, reaching a minimum value of about 1.2 near 150 GPa. Beyond that point, A is
seen to increase linearly with pressure, reaching a value of about 2.25 at 1000 GPa. The initial
sharp decrease of A with pressure is consistent with the ultrasonic pressure derivatives of C44

and C ′. This decrease has also been recently confirmed to about 100 GPa in Ta with a new
stress and angle-resolved x-ray diffraction (SAX) method used in DAC measurements [39].
The SAX technique has provided the first high-pressure measurements of elastic moduli in bcc
metals. In figure 10 we compare our MGPT results with these data forC44 andC ′ individually.
The agreement with experiment is especially good for C44 and is still quite reasonable for C ′

considering the large error bars in the SAX data. We are also developing a general method
to treat the high-temperature thermoelastic properties of bcc metals by including additional
ion-thermal and electron-thermal contributions to the elastic moduli.

A closely related fundamental mechanical property is the ideal shear strength of the perfect
bcc crystal in the absence of dislocations or other defects. This quantity represents a theoretical
upper limit to the actual yield stress for a given material. Following Paxton et al [40], we here
identify the ideal shear strength with the maximum shear stress τc required for a continuous
homogeneous deformation of the crystal into itself via the observed twinning mode. For bcc
metals, this mode can be specified by a [1̄1̄1] shear direction and a normal (112) slip plane.
Apart from small tensile relaxations in this plane, the atomic positions during the deformation
can be simply related to the relative amount of shear x/s along the twinning path. In particular,
the unrelaxed calculation may be carried out entirely using a single atom per unit cell and
periodic boundary conditions, allowing for direct application of the FP-LMTO electronic-
structure method. In the case of Ta, self-consistent FP-LMTO calculations of the unrelaxed
ideal shear strength have been performed at selected volumes in the 0–1000 GPa pressure
range [15, 17] and may be compared with corresponding MGPT results. A representative
comparison is shown in figure 11 at the observed equilibrium volume �0 in terms of the
energy barrier along the twinning path, W(x) = (Etot[x] − Etot[0])/N , and the associated
stress along this path, τ(x) = (1/�0) dW(x)/dx. The ideal shear strength τc is then identified
with the maximum calculated stress along the twinning path. The good agreement displayed in
figure 11 is maintained at high pressure as well, so the MGPT potentials can describe large shear
deformations at both ambient and extreme conditions. In addition, the calculated unrelaxed
shear strength under pressure displays a linear scaling with the shear modulus in the 〈111〉
direction, G = (2C ′ + C44)/3. For our MGPT results, we find that to a good approximation
τc(P ) = 0.12G(P ) over the entire 0–1000 GPa pressure range.

4.2. Vacancies and self-interstitials

Point defects, including vacancies, self-interstitials, and impurities, can have an important
impact on the mechanical properties of metals. An important validation test of interatomic
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potentials and constraining FP-LMTO electronic-structure calculations. (a) Shear moduli C44 and
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′.

potentials in elemental bcc metals such as Ta is thus the calculation of fully relaxed vacancy
and self-interstitial formation and migration energies. Here these defects are modelled within
a large computational supercell containing N atoms in a volume �N , with periodic boundary
conditions applied in all three directions. At zero pressure, the formation energy for the
defect is defined as Ef = Etot[N,�N ] − NEcoh, where Etot is the relaxed total energy of
the simulated system including the defect and Ecoh is the cohesive energy per atom of the
bulk solid at the equilibrium atomic volume �0. The corresponding formation volume is
�f = �N − N�0. Both volume and structural relaxation are normally included in the
calculation, and the former necessitates that �0 here be interpreted as the calculated zero-
temperature equilibrium volume. For the self-interstitial formation energy, only the 〈110〉
split-dumbbell configuration has been considered, which previously has been shown to be the
lowest-energy configuration for Mo [27]. The corresponding migration energy barriers are
calculated by moving one atom, either the interstitial atom or a nearest-neighbour atom of the
vacancy, from its equilibrium site towards a nearest-neighbour or vacancy site, respectively.
During the migration process, the migrating atom is allowed to relax in the plane perpendicular
to the migration path and all other atoms are fully relaxed subject only to the constraint that the
simulation cell does not rigidly shift. The migration energy is then Em = Esaddle −Ef , where
Esaddle is the formation energy of the defect at the saddle point. The assumed migration paths
are taken along 〈111〉 for both the vacancy and self-interstitial, with the latter corresponding
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to the so-called jump and rotation path, previously calculated to be the one of lowest energy
for Mo [27].

Table 1 summarizes calculated vacancy and self-interstitial formation and migration
energies and formation volumes for Ta using the FP-LMTO, PP, and MGPT methods, together
with available experimental data [41]. In the electronic-structure results, very efficient 36-,
48-, or 54-atom supercells have been used. In the MGPT calculations, on the other hand,
supercell size is not an important limitation, and much larger 250- and 1800-atom cells have
been used for the vacancy and self-interstitial, respectively. In addition, a convenient alternative
approach has been used in the MGPT migration energy calculations that avoids the tedious
volume relaxation [17]. Overall, there is good agreement between theory and experiment and
between the electronic-structure results and the MGPT results. In particular, note that the
characteristic low vacancy migration energy of group-V metals like Ta is well calculated by
the MGPT potentials.

4.3. Grain-boundary atomic structure

Understanding the properties of grain boundaries and their interaction with dislocations
and other lattice defects are matters of intrinsic importance to the multiscale modelling of
strength and failure in polycrystalline materials. The prediction of GB atomic structure
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Table 1. Vacancy and 〈110〉 split-dumbbell self-interstitial formation energies (Ef
vac and Ef

int),
migration energies (Em

vac and Em
int), and formation volumes (�f

vac and �f
int) for bcc Ta. Energies

are given in eV.

Ef
vac Em

vac �f
vac/�0 Ef

int Em
int �f

int/�0

MGPT 3.08 0.78 0.51 6.37 0.50 0.4
PP 3.10 0.90 0.60 6.65 0.60 0.2
FP-LMTO 3.10 0.74
Experimenta 2.8–3.1 0.7

a From [41].

also represents an important validation test for interatomic potentials because this is the one
example of an extended defect where direct comparison with experiment is possible. In this
subsection we briefly discuss recent MGPT simulations and experimental measurements on the
 5(310)/[001] symmetric tilt boundary in prototype bcc transition metals, including Nb [42],
Mo [43], and Ta [44]. This particular GB is of special interest for several reasons. First, it
has been possible to fabricate high-quality bi-crystals for this orientation and to study them
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Table 2. Atomic structure of the  5(310)/[001] GB in bcc transition metals, as predicted from
MGPT interatomic potentials and as measured in HREM experiments. Displacements are in units
of the bulk lattice constant a0.

Mirror symmetry [001] Displacement

Metal MGPT HREM MGPT HREM

Nba Yes Yes 0.0 0.0
Mob No No 0.2 0.25 ± 0.05
Tac No No 0.17 0.17 ± 0.05

a From [42].
b From [43].
c From [44].

experimentally with high-resolution transmission electron microscopy (HREM). Second, it
turns out that the distributions of bond lengths and bond angles at this boundary are similar to
those occurring in the vicinity of a bulk screw dislocation, so important aspects of the MGPT
potentials are indeed being tested. Finally, the actual atomic structure of the GB is not a generic
feature of bcc metals, but rather is material dependent and is a sensitive test of the angular
forces [42, 45].

The first atomistic simulations on 5(310)/[001] GB in Nb were performed with a Monte
Carlo method [42], but subsequent studies performed at LLNL have used MD combined with
a simulated annealing technique. The latter have successfully used both large simulation cells
(up to 1960 atoms), with periodic boundary conditions in the GB plane and fixed boundary
conditions along the [310] GB normal [43], as well as much smaller periodic cells [44,45]. In a
comprehensive study on Nb and Mo [45], MGPT results were also closely compared to parallel
calculations with a DFT electronic-structure method, two separate tight-binding methods, tight-
binding-based bond-order potentials [9], and FS potentials. To enable comparison with the
DFT electronic-structure calculation, a minimal 20-atom periodic cell containing two GBs
was used. Convergence was verified for all the potential methods using 40- and 80-atom
cells. The 20-atom cell was then used to map out an energy surface along a prescribed path,
beginning with the ideal coincident-site lattice configuration of the GB and ending with a full
3D relaxation of all the atoms. The resulting energy surfaces for Nb and Mo are given and
discussed in [45] and for Ta in [44].

The two main structural issues for the  5(310)/[001] GB are whether or not mirror
symmetry is preserved across the boundary, and if not, what the magnitude of the relative
atomic displacement along the [001] tilt axis is. Calculated MGPT and measured HREM
results for Nb, Mo, and Ta are summarized and compared in table 2. In each case, the symmetry
of the GB has been correctly predicted by the MGPT potentials. In Mo and Ta, where the
mirror symmetry is broken, the [001] atomic displacement is also quantitatively consistent
with experiment. The similarity between the atomic geometry of the  5(310)/[001] GB and
that of the (a/2)〈111〉 screw dislocation core is illustrated in figure 12, where the bond angles
of near-neighbour atoms are plotted. In both the GB and the dislocation, the distribution of
angles is rather uniformly concentrated between about 50◦ and 150◦, with very few high-angle
configurations near 180◦.

4.4. Dislocation core structure and mobility

The low-temperature and high-strain-rate plasticity of bcc metals is controlled by the intrinsic
core properties of (a/2)〈111〉 screw dislocations. Unlike the highly mobile edge dislocations
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Figure 12. Distribution of bond angles for near neighbours in the  5(310)/[001] symmetric tilt
GB (top panel) and in the (a/2)〈111〉 screw dislocation core (bottom panel) of Ta. The vertical
arrows indicate the corresponding bond angles in the perfect bcc lattice.

in these metals, the motion of the screw dislocations is severely restricted by the non-planar
atomic structure of its core, resulting in low-mobility, thermally activated kink mechanisms,
and a temperature-dependent yield stress. In this final subsection we discuss our atomistic
simulations on individual (a/2)〈111〉 screw dislocations in bcc Ta using MGPT potentials and
Green function flexible-boundary-condition (GFBC) methodology.

4.4.1. Ground-state core structure. The stable ground-state core configuration of the
(a/2)〈111〉 screw dislocation is centred among three 〈111〉 atomic rows forming a triangular
prism. Around these three rows the near-neighbour atoms are positioned on a helix that winds
up in a clockwise or anticlockwise manner (see figure 13), depending on the location of the
elastic centre and the sign of the Burgers vector b. In general, the ground-state core exhibits
threefold directional spreading along three 〈112〉 directions on {110} planes. This can happen
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Figure 13. Two different views of the same (a/2)〈111〉 screw dislocation in Ta. The left image
shows the region around the dislocation core stretched 10x along the screw axis in order to visualize
the helical nature of the crystal lattice around the core. The right image shows those atoms in the
core: the first two shells (the red and blue atoms) are within the equilibrium core radius of 5 Å and
the third shell (the grey atoms) is just outside. The atoms are coloured according to the amount of
local lattice distortion, using the structural characterization scheme discussed in section 5 of the
text.

in two distinct but energetically equivalent ways, resulting in a doubly degenerate core. Under
the right circumstances, however, the spreading may vanish, resulting in an isotropic and non-
degenerate core with a higher sixfold symmetry. In the present work, the atomic core structure
in bcc Ta has been simulated using a 2D GFBC technique in cylindrical geometry, with periodic
boundary conditions along the 〈111〉 direction. Near ambient-pressure conditions we predict
a nearly isotropic but still threefold symmetric and doubly degenerate core, whose detailed
structure is most easily displayed using the standard differential displacement method [26]. In
this method, the 〈111〉 screw components of the relative displacement of neighbouring atoms
due to the dislocation is represented by an arrow between the two atoms. The calculated
screw-component map for Ta is shown in figure 14(a). A corresponding map can also be
constructed for the perpendicular edge components of the dislocation as well. For the edge
displacements, which are much smaller in magnitude, the direction of the arrow indicates the
direction of the relative displacement component normal to the 〈111〉 direction. The calculated
edge-component map is displayed in figure 14(b).

Our calculated core structure for Ta may also be compared to other recent calculations
by different methods. Duesbery and Vitek [46] obtained an isotropic, sixfold-symmetric core
using FS potentials in a fixed-boundary-condition atomistic simulation. An isotropic core
structure for Ta was also obtained by Ismail-Beigi and Arias [47] in the first ab initio PP
dislocation calculation. In the latter approach, a quadrupolar arrangement of four dislocation
cores in a small computational cell containing only 90 atoms with periodic boundary conditions
was considered. Most recently, Woodward and Rao [48] have performed an ab initio PP
calculation of the Ta core using an adaptation of the GFBC method to DFT electronic-structure
calculations. They too obtain an isotropic core structure. It is thus interesting and noteworthy
that all four studies, by four very distinct methods, conclude that the equilibrium Ta core
structure is either isotropic or very nearly so.
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Figure 14. Core structure of the (a/2)〈111〉 screw dislocation in bcc Ta, as obtained with MGPT
interatomic potentials. Top panel: a differential displacement map of the screw components of the
core; bottom panel: the corresponding map of the edge components, magnified by a factor of 10.

Our studies of the Ta core structure have been extended to high pressure as well [38] and
reveal the additional interesting result that the precise core structure depends sensitively on
the volume or pressure conditions considered. This effect is most readily quantified by the
so-called polarization p of the degenerate core. This polarization measures the simultaneous
translation of the three central atoms nearest to the core centre. This translation is parallel to
the dislocation line but in opposite senses for the two different core orientations (commonly
denoted as positive (p) and negative (n)). When p vanishes, the two core configurations
coincide and a fully symmetric or isotropic core structure with a higher sixfold symmetry is
obtained. At p = ±b/6, on the other hand, a fully polarized core is obtained with maximum
threefold spread out along 〈112〉 directions. While our calculated magnitude of the polarization
of the equilibrium core is indeed very small, 0.004(b/6), we find that the core polarization is
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Figure 15. The pressure dependence of the (a/2)〈111〉 screw dislocation core polarization in bcc
Ta, as calculated from MGPT interatomic potentials (solid points). The solid curve is a polynomial
fit to the calculated points.

a rapidly increasing function of pressure, as illustrated in figure 15 up to 20 GPa. At higher
pressure, this effect is even more dramatic and large polarizations can occur [38]. Conversely,
under modest expansion (i.e., negative pressure), the polarization will indeed exactly vanish.
Thus in general, one can expect a continuum of (a/2)〈111〉 screw dislocation core structures
between the isotropic and fully polarized limits.

4.4.2. Kink-pair formation. At finite temperature, the motion of the screw dislocations in the
bcc lattice normally occurs by the thermally assisted formation and migration of kink pairs.
For low-stress conditions, the individual kinks in a kink pair are well separated and weakly
interacting, so kink-pair formation can be studied by just looking at isolated kink formation.
In this limit, the nature and atomic structure of the possible kinks is closely related to the
unstressed dislocation core. The doubly degenerate core structure results in different possible
kinks and kink-pair configurations involving p and n segments that can be formed. In addition,
p and n segments can coexist on the same dislocation line in the form of a so-called anti-phase
defect (APD). In general, two different anti-phase defects on the dislocation line (np and pn)
and six distinct and non-degenerate kinks are geometrically possible [49]. To accurately model
an isolated kink, a 3D simulation cell is used in the form of a long compliant cylinder centred
on the dislocation line but locally adapted to the kink geometry. We consider here only kinks
formed on {110} planes. Kinks formed on other planes such as {211} have significantly larger
kink heights and therefore are either unstable or have much larger kink formation energies [27].
The atomic structures and formation energies of the remaining possible APDs, isolated kinks,
and kink pairs in Ta have been calculated and elaborated in detail [17]. The core structure of the
lowest-energy isolated left kink is illustrated in figure 16. The corresponding lowest-energy
kink pair that can be formed from isolated left and right kinks without a pre-existing APD
has a formation energy of 0.96 eV. This value is in close agreement with the empirical zero-
stress activation enthalpy of 1.02 eV currently used in microscale dislocation-dynamics (DD)
simulations to model the temperature-dependent yield stress and plastic flow in bcc Ta [50].
For this kink pair we have also investigated the related issue of kink migration, which is limited
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Figure 16. The central core of the lowest-energy left screw dislocation kink in bcc Ta. The atoms
are coloured according to the amount of local lattice distortion such that red indicates the greatest
distortion and blue the least, using the structural characterization scheme discussed in section 5 of
the text.

by the secondary Peierls stresses needed to move the left- and right-hand kinks. We calculate
these secondary stresses to be 1–2 orders of magnitude smaller than the corresponding Peierls
stress τP for the rigid screw dislocation itself (see below), so both kinks are expected to be
mobile. Consequently, the dislocation velocity at low stress should be controlled by kink-pair
formation rather than kink migration.

At smaller finite separation, the left and right kinks will elastically attract each other,
requiring an applied shear stress to maintain the separation. During the kink-pair activation
process, the energy required to generate the kink pair is supplied partly by thermal activation
and partly by the work done by the applied shear stress needed to maintain the pair at separation
distance λ. The stress-dependent activation enthalpy for the balanced kink pair is given by

"H(τ) = Ef
tot(τ )− τλ(τ)hb, (5)

where Ef
tot is the total formation energy of the kink pair under the applied stress τ . In

the microscale DD simulations, it is assumed that the screw dislocation velocity is directly
proportional to exp[−"H(τ)/kBT ], so "H is a key input parameter for the DD simulations.
At small levels of stress, τ < 0.2τP, the activation enthalpy"H can be obtained directly from
stress–separation (τ–λ) and energy–separation (Ef

tot–λ) MGPT/GFBC atomistic simulation
data on interacting but still well-separated kinks [17]. At higher levels of stress, τ > 0.2τP,
however, special methods must be applied which allow the dislocation line itself to move and
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Figure 17. Activation enthalpy "H as a function of relative applied stress τ/τP for bcc Ta. The
solid line is a fit to the calculated MGPT/GFBC atomistic data (solid points) of the analytic form
currently used in DD simulations of Ta plasticity. The dashed line is the empirical DD result from
Tang et al [50] based on the observed single-crystal yield stress.

begin to climb the Peierls barrier in a self-consistent manner [37]. We have thereby obtained
"H in bcc Ta to above 0.6τP and fitted the atomistic data to an analytic form currently used in
DD simulations as a function of τ/τP. These results are displayed in figure 17 and compared
with the empirical DD result based on the observed yield stress in Ta. The agreement is clearly
very good.

4.4.3. Peierls stress. To complete this double-kink mobility model, one must address the
high-stress limit and consider the magnitude and orientation dependence of the Peierls stress
to move the straight screw dislocation. In bcc metals, slip predominantly takes place in {110}
and/or {112} planes at low temperatures. In a bcc crystal along a given 〈111〉 direction, there
are three {110} planes and three {112} planes, mutually intersecting every 30◦. Because of
the twinning–anti-twinning asymmetry in the bcc lattice, unique values of the critical resolved
shear stress (CRSS) can exist on different planes ranging in orientation from χ = −30◦

(twinning orientation on {211}) to χ = 30◦ (anti-twinning orientation on {211}), with χ
being the angle measured from a given {110} slip plane. We have studied this stress-orientation
geometry in bcc Ta for pure shear and selected uniaxial loadings [17]. The calculated results
for pure shear loading are displayed in figure 18. As shown in the figure, the CRSS is found
to depend strongly on the orientation of the loading axis, remaining almost constant from
χ = −30◦ to 0◦, but then rising rapidly between 0◦ and 30◦. Our minimum calculated
Peierls stress τP occurs for a pure shear stress with χ = −10◦ and has a magnitude of
9.4 × 10−3 G = 590 MPa. This value is about a factor of four smaller than calculated with
simple FS potentials and fixed boundary conditions for Ta at the same stress orientation [51].
At the same time, our value is still about a factor of two larger than the best available empirical
estimate under similar, although not identical, stress-orientation conditions [50, 52]. The
reasons for this latter disagreement are not clear at present, but there are several possibilities.
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Figure 18. The calculated orientation dependence of the critical resolved shear stress for a rigid
(a/2)〈111〉 screw dislocation in bcc Ta, as obtained with MGPT interatomic potentials for pure
shear loading.

On the experimental side, there is no actual direct measurement of the Peierls stress for an
isolated dislocation, but only an inferred value obtained by extrapolating the temperature
dependence of the yield stress for a deformed single crystal to zero temperature. On the
theoretical side, the disagreement could reflect a limitation in either the present Ta MGPT
potentials or in the method of simulation. With regard to the latter, our 2D zero-temperature
calculation may possibly miss very low-energy 3D and/or dynamic kink-like processes that
would lead to an effectively lower Peierls stress. Such a mechanism has been argued to be
operative in the case of edge dislocations for bcc metals [53]. We are currently performing 3D
finite-temperature MD simulations to investigate this possibility.

5. Void growth and dynamic fracture

In this section we examine how atomistic simulation is being used to investigate the microscopic
origins of dynamic fracture in metals. When an explosive is detonated near a metal surface or
tensile shock waves overlap inside a ductile metal, extreme states of tension are created and
internal failure occurs through the nucleation, growth, and linking of microscopic voids [54].
The resulting dynamic fracture inside a metal plate can cause a scab to form and fly off of the
back surface. This process, known as spallation, has been the subject of extensive metallurgical
investigation [55–57]. While there have been many continuum level studies of void growth in
this context [58–61], very little is known about the microscopic mechanisms by which voids
nucleate and grow.

5.1. Atomistic simulation of dynamic-fracture processes

In order to examine the microscopic processes of dynamic fracture in detail, we have developed
a direct numerical simulation of void nucleation and growth using large-scale MD [62,63]. The
initial focus has been on fcc metals, where the noble metal Cu has served at a prototype system
and has been extensively studied using a reliable EAM potential due to Oh and Johnson [64].
High-strain-rate isotropic (triaxial) tensile loading is applied by expanding a cubic simulation
box at a constant rate. Strain rates of 109 to 1011 s−1 have been considered, and periodic
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boundary conditions are used to simulate a region inside a bulk metal. In our first Cu
simulations [62, 63], we studied homogeneous void nucleation in a single crystal and void
nucleation at grain boundaries and GB junctions. The model was later extended to the growth
of an isolated void [65,66], and recently important new on-the-fly methods of characterization
has been developed that are providing major insight into all the void simulations [67]. In
each case, an initial configuration of the system is constructed, brought to equilibrium at room
temperature under fixed-volume conditions, and then allowed to expand at a constant strain
rate with the thermostat turned off. The simulation-cell sizes have varied, but typically a
million or a few million atoms in a periodic box are simulated. Further details are discussed
in [63, 66, 67].

In order to validate the modelling and focus it on the relevant physical phenomena, a
concurrent experimental programme has also begun at LLNL [68]. This programme involves
systematically shocking and recovering metals with known initial microstructure (including
single-crystal and polycrystal Cu and Al and single-crystal Cu with internally oxidized silica
inclusions). By varying the stress and pulse duration, a state of incipient damage is created.
The samples are studied using 2D optical and electron microscopy and 3D x-ray tomography.
The 2D electron microscopy reveals information about the dislocation structure surrounding
an arrested void. The 3D x-ray tomography reveals the full 3D distribution of voids and the
manner in which they link to form the fracture surface. Concurrently, the free-surface velocity
is measured to infer the stress transient. The difference in the shock velocity and the velocity
when the material fails is related to the stress at which fracture occurs, also known as the spall
strength [69].

5.2. Plasticity associated with voids

Void growth induces plastic deformation of the surrounding material in order to accommodate
the increase in the volume of the void as it grows. Initially pre-existing voids stretch elastically
when a tensile stress is applied, but eventually the deformation becomes large enough that the
surface is unstable to the emission of dislocations. The growth of the void and the concomitant
plasticity are interrelated, and it is important to understand the evolution of the plastic field
around the void in order to understand the growth of the void and the initial phase of fracture.
The slip associated with dislocations allows material to be transported away from the void in
order to enlarge the cavitated region, and the ease with which this slip takes place depends on
the state of plasticity. Dislocations that lie in the neighbourhood of the void can interact with
dislocations emitted as the void grows. For example, dislocations emanating from the void
can collide with forest dislocations on other glide systems forming sessile junctions. Whether
the forest dislocations are present or not has a significant impact on the evolution of the plastic
field around the void, and this in turn affects the rate of void growth. An important goal of the
void simulations is to understand this connection in detail.

5.2.1. Structural characterization. It is crucial to these simulations to be able to compute
the evolving dislocation structure on the fly. The simulations that we discuss here contain a
million or more atoms, and to store all of the data for these atoms at each time step would
be prohibitive both in terms of overall storage requirements and in terms of I/O time. We
have developed a set of dislocation analysis tools that allow the dislocation structure to be
analysed on the fly at a negligible computational expense. The tools are based on a set
of local structural characteristic functions defined for each atom in the simulation that can
distinguish between different atomic environments at finite temperature. The technical details
will be described elsewhere [67], but the basic idea is straightforward. The method is a
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generalization of previous techniques used to identify atoms that participate in dislocation
cores based on their energy [70, 71]. In the latter, potential energy is used to discriminate
between atoms at defects and those at non-defective, albeit somewhat deformed, crystalline
sites, noting that the atoms at defects such as dislocation cores, vacancies, and surfaces
have a higher potential energy. The energy discrimination technique was designed for zero
temperature, however. At room temperature in Cu, thermal fluctuations are comparable in
magnitude to the dislocation core energies, so energy discrimination cannot be used directly.
We have tried to quench an atomic configuration to zero temperature but have found the
dislocation structure to change in subtle ways. For example, the stair-rods connecting the
different segments of a prismatic loop relax towards their equilibrium size. The structural
characterization that we have developed is based on generalizations of the centrosymmetry
deviation [72] and other symmetry-deviation parameters that have been adapted for finite
temperature. Figure 19 shows two snapshots of the same dislocations emerging from a
growing void in Cu at room temperature, dramatically contrasting identification by energy
characterization and by symmetry-deviation-based structural characterization.

The computation of the symmetry-deviation parameters is fast and parallelizable. It adds a
few per cent to the total execution time for our MD simulations. Figure 20 shows a typical result.
Of the entire simulation, only those atoms with a symmetry-deviation parameter greater than
a threshold are plotted. The threshold is set by the tail of the peak in the symmetry-deviation
distribution associated with the bulk (non-defective) atoms. This is important since the actual
values for each defect evolve with the macroscopic state of the simulation: the temperature,
the mean stress, etc. Once the location of the dislocations is identified, the full Burgers vector
information is generated automatically by comparison with a reference configuration.

5.2.2. Void nucleation. We have simulated the homogeneous nucleation of voids in single-
crystal Cu and the heterogeneous nucleation of voids in polycrystalline Cu [62, 63, 66]. In
single-crystal Cu, the calculated spall strength at room temperature (9 GPa) is much greater
than the observed spall strength in macroscopic samples (1.5–4.5 GPa [73]). The mean spacing
between nucleated voids in this case is found to vary inversely with strain rate with slower
rates allowing more time for the material surrounding a void to release elastically.

Polycrystalline Cu has been simulated by choosing four seed sites, either at random
positions or on a close-packed lattice, and filling space with a randomly oriented grain out
to the Voronoi boundary with the neighbouring grains. The system was annealed at 900 K to
allow the grain boundaries to relax and returned to room temperature before the tensile strain
was applied. Voids typically nucleate at weak points in the material, and GB junctions offer
one such preferred nucleation site. It has been observed in many experiments that in the initial
phase of dynamic fracture, the nucleation and growth of voids is highly correlated with pre-
existing grain boundaries [73]. This is what is observed in our simulations of polycrystalline
Cu subjected to a constant hydrostatic strain rate [62, 63, 66]. The voids nucleate at the GB
junctions, and then void growth occurs along the grains until the point where the voids get
close enough to begin necking out toward each other in preparation for coalescence.

There is a broad array of dislocation activity that is observed in these simulations [66].
The primary growth mechanism involves the growing voids punching out dislocations in a
mechanism that transports platelets of interstitial atoms away from the void, allowing it to
grow. In the case of growth of voids in single-crystal material, these platelets are interstitial
prismatic loops, but in the case of a void at a GB, the loops typically terminate on the GB and
are not full prismatic loops. Some full prismatic loops have been observed, but they account
for very little of the total dislocation activity. The grain boundaries are also very active in the
simulated evolution of the plastic zone [66]. They absorb and emit dislocations actively.
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Figure 19. A 2D slice of a growing void simulated in Cu at room temperature and shown at a
point where the simulation cell has expanded by 1.3% and the initially spherical void has grown
by 44% in each direction. This slice is the (111) plane through the centre of the void. The
top panel shows the atoms coloured according to their energy, and the dislocation structure is
indistinguishable from thermal fluctuations. The bottom panel shows the atoms coloured according
to a structural symmetry-deviation parameter (see the text). The dislocations are clearly identified
by this parameter.

5.2.3. Void growth. We have also simulated the growth of a pre-existing void in a single
crystal of an fcc metal [65,67]. The initial state of the simulation is a single crystal of Cu with
a 2 nm radius spherical void cut from the centre of the computational cell. This simulation is
very useful in two aspects. Firstly, it gives insight into the growth of a void in a relatively simple,
uncluttered system where the analysis is straightforward, and it is easier to make contact with
continuum models. Secondly, it is directly relevant to the growth of voids that are nucleated
at weakly bound inclusions, such as the planned LLNL incipient spallation experiments using
Cu with internally oxidized silica inclusions.

These void-growth simulations have shown dislocation activity that is classic in many
regards, but they have also offered some surprises at the nanoscale. The primary mechanism
of the evolution of the plastic zone, at least on the timescales accessed by the MD simulations,
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Figure 20. The figure shows prismatic loops punched out in the simulation of the growth of a
spherical void in single-crystal Cu at room temperature. The spheres represent individual atoms.
Only atoms participating in the void surface, dislocation cores, and stacking faults are shown. The
colour denotes the distance from the centre of the void.

is the punching out of interstitial prismatic loops in order to allow the void to grow. The loops
are evident in figure 20. This mechanism is familiar from other situations in which a spherical
interface expands without diffusion across it: the thermal expansion of inclusions and the
growth of helium bubbles.

Once these loops are emitted from the surface of the void, they begin to glide away. In
some cases this motion is unimpeded by other dislocations, and the velocity of the loops can
reach a significant fraction of the shear-wave speed in the material despite finite temperature
phonon drag. In other cases, the prismatic loop may not propagate ballistically due to a collision
with another dislocation near the surface of the void. If they form a sessile junction, the loop
becomes trapped at the void surface. This leads to the formation of a skin of highly defective
material about the void, and the complete emission of the loop is substantially delayed, in
many cases past the end of the simulation. Subsequent loop emission then comes from this
highly defective region and not from a pristine void surface. Thus, the evolution of the plastic
zone depends on whether forest dislocations are present, and this depends on the shape of the
void. The details will be presented elsewhere [67], but this indicates the intimate interplay
between the void growth and the concomitant plasticity.

5.3. Beyond atomistic simulation

Even though the void simulations contain a million or more atoms, the size of the system is
small and the timescale is short compared to all but the strongest laser shock experiments.
We need to go to larger system sizes and longer timescales in order to compare directly with
the ongoing LLNL experiments. Also, larger system sizes are necessary to make contact
with microscale and mesoscale simulations such as DD [74] and continuum simulations such
as cohesive zone modelling [75]. In principle, our atomistic simulations can supply needed
input into the latter approaches, but actually bridging the length-scale gaps remains a major
multiscale modelling challenge.
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One way we are addressing the need for larger systems is to use so-called concurrent
multiscale modelling. The idea of concurrent multiscale modelling is to hybridize MD with a
more coarse-grained model such as the finite-element method (FEM). MD is used in the fully
resolved central region (such as near a void), while the FEM is used to capture the long-range
strain fields that extend into the periphery. MD and the FEM are run concurrently within the
same simulation, each one in essence providing the correct dynamic boundary conditions for
the other. This formalism was developed previously for semiconductors [76–78] and it has
recently been extended to metals [79]. The ultimate goal is to allow dislocations to propagate
into the coarse-grained region, but this is still an open problem for 3D dynamic simulation.

6. Current and future directions

In the present paper we have summarized recent progress in developing advanced quantum-
based atomistic simulations of materials properties in transition metals. For directionally
bonded bcc transition metals such as Ta, the combination of fundamental DFT-based GPT and
accurate ab initio electronic-structure calculations have produced robust MGPT interatomic
potentials applicable to large-scale atomistic simulations of a wide range of thermodynamic
and mechanical properties at both ambient and extreme conditions. This is enabling the
development of advanced multiphase EOS and the treatment of phase transitions, including
those associated with complex kinetic phenomena such as occur in rapid resolidification.
At the same time, the accurate atomistic simulation of point defects, grain boundaries, and
dislocations, together with the development of new simulation and diagnostic capabilities for
treating the nucleation and growth of voids, is establishing a sound foundation for the predictive
multiscale modelling of strength and failure. In particular, the stage has been set for the direct
linkage of atomistic and higher-length-scale simulations, including microscale DD and the
continuum FEM.

Many specific challenges await, and we mention only a few current and future research
directions. In the area of rapid resolidification, we are developing a massively parallel
MD/MGPT simulation code specialized to this application that will allow us to treat very
large systems and to investigate the environmental, size, and temporal factors controlling the
morphology of the resolidified solid. In the area of dislocation mobility, our calculated kink
and kink-pair energetics for Ta appear to be consistent with current microscale DD simulations
of single-crystal plasticity. At the same time, in the high-stress limit there is still an apparent
factor of two disagreement with experiment regarding the magnitude of the Peierls stress that
needs to be resolved to develop a fully quantitative mobility model. We are extending the 2D
Peierls-stress calculations discussed here to dynamic 3D simulations at finite temperature to
further investigate this issue and also to study double-kink formation at high stress. In the area
of void nucleation and growth, extension of our current MD/EAM simulations on fcc metals to
bcc transition metals described by MGPT potentials should be possible and is planned for the
near future. Regarding the MGPT potentials themselves, various extensions and systematic
improvements are also planned, including the treatment of f-electron actinide metals, the direct
incorporation of electron-thermal effects to produce temperature-dependent potentials, and the
development of optimized matrix representations to increase computational speed and permit
the treatment of higher-order interactions.
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[15] Söderlind P and Moriarty J A 1998 Phys. Rev. B 57 10 340
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